Application of an Autoregressive Integrated Moving Average Model for Predicting the Incidence of Hemorrhagic Fever with Renal Syndrome
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Abstract. The Box-Jenkins approach was used to fit an autoregressive integrated moving average (ARIMA) model to the incidence of hemorrhagic fever with renal syndrome (HFRS) in China during 1986–2009. The ARIMA \((0, 1, 1) \times (2, 1, 0)_{12}\) models fitted exactly with the number of cases during January 1986–December 2009. The fitted model was then used to predict HFRS incidence during 2010, and the number of cases during January–December 2010 fell within the model's confidence interval for the predicted number of cases in 2010. This finding suggests that the ARIMA model fits the fluctuations in HFRS frequency and it can be used for future forecasting when applied to HFRS prevention and control.

INTRODUCTION

Hemorrhagic fever with renal syndrome (HFRS) is a zoonotic disease caused by different species of hantavirus, which is carried and spread by certain rodents. This disease is highly epidemic in China. Over the past 10 years, 25,000–60,000 HFRS cases were reported annually in China. Because this disease has severe clinical symptoms and high mortality rates, prevention and control are important tasks at all levels at the Center for Disease Control and Prevention in China. However, there is little effect without an integrated rodent control program.

On the basis of a health economics perspective, vaccination is only provided to young adults in areas where the incidence rate is higher than 50 cases/100,000 population (Zhejiang) or 60 cases/100,000 population (Shandong). Surveillance and early warning are essential for controlling or reducing the risk of outbreaks. Early warnings of infectious diseases should be provided on the basis of analysis of surveillance information. These early warnings can provide a scientific basis for better decision making. Thus, it is important to conduct prevention and control programs based on epidemic forecasting.

The autoregressive integrated moving average (ARIMA) model uses the lag and shift of historical information to predict future patterns. The ARIMA model is governed by two factors. The first factor is the length of the historical period that is considered (length of the weight), and the second factor is the specification of the weight value. The ARIMA model is represented as a regression model with a moving average to provide great detail and precision. The ARIMA model is based on a stationary time series. A stationary random process should meet the following requirements: the mean and variance should not change over time, and the correlation coefficient should be independent of the parameter estimation and model testing to compare the plausible models on the basis of sampling results.

METHODS.

Three steps were performed to predict the incidence of HFRS by using the ARIMA-related modules. Model identification used autocorrelation analysis and partial autocorrelation analysis methods to analyze any random, stationary, and seasonal effects on the time series data. We prepared a stationary time series by considering the differences. We then determined plausible models on the basis of an autocorrelogram and a partial autocorrelogram. We used parameter estimation and model testing to compare the plausible models obtained, and we selected the most appropriate model. Finally, we conducted predictive analysis.

RESULTS

Model identification. Time series data for HFRS covering 1986–2009 in Hebei Province were used as the training set and monthly data for 2010 were used as the test set (Figure 2). The ARIMA model is based on a stationary time series. A stationary random process should meet the following requirements: the mean and variance should not change over time, and the correlation coefficient should be independent of the
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time interval but not time. The three types of non-stationary
time series have a non-stationary mean, a non-stationary var-
iance, and a periodic or seasonal component. Because our
data had a non-stationary variance (Figure 2), we converted
the raw data to its natural logarithm to produce a stationary
variance (Figure 3). The converted data series was fitted by
linear regression and the regression coefficient was 0.540,
which was statistically significant \( P = 0.0001 \). The data series
had an upward trend. The sequence diagrams and the sea-
sonal characteristics of HFRS incidence indicated that the
data series had a seasonal cycle every 12 months.

On the basis of these characteristics, we eliminated the
effect of seasonal trends (Figure 4) by taking a first-order
differential equitation and a seasonal difference equation.
The trend of the data series was eliminated \( t = -0.038, P = 0.969 \) and there was no obvious periodicity. This approach
yielded a stationary time series. Plausible models, i.e., (the
ARIMA \((0, 1, 1) \times (2, 1, 0)_{12}\), ARIMA \((0, 1, 1) \times (0, 1, 1)_{12}\),
and ARIMA \((0, 1, 1) \times (2, 1, 1)_{12}\), were identified on the
basis of autocorrelation functions (ACF) and partial autocor-
relation functions (PACF) (Figures 5 and 6), and were used
for further analysis.
Parameter estimation and model testing. Model hypothesis testing was conducted on the basis of the $P$ value and Schwarz Bayesian Information Criteria (SBC). The null hypothesis for all parameters coefficients (B) was 0. The goodness of fit statistics were determined by using SPSS, including, the standard error, log-likelihood function values, Akaike information criteria (AIC), and SBC. Smaller AIC values indicate a better model, and the SBC considers the residual error, which is based on AIC. The lowest SBC value with a $P$ value less than 0.05 was considered to be the best model.9–11 On the basis of parameter estimation and goodness of fit test statistics (Tables 1 and 2), we confirmed that the best model was ARIMA $(0, 1, 1) + (2, 1, 0)_{12}$. We tested the advantages and disadvantages of the model by comparing the residual error sequences of the original data and the fitted error data series. If the residual was white
noise\textsuperscript{12} (the data series are of stationary, random, zero related sequences), this finding indicated that the model already contained all the trends found in the original sequence; thus, this model was appropriate for prediction. However, if the residual was not white noise, this indicated that the model should be improved. On the basis of the autocorrelation and partial autocorrelation of the residual errors from the ARIMA (0, 1, 1)\textsubscript{12} (2, 1, 0)\textsubscript{12} model (Figures 7 and 8), the Box-Ljung statistics of the residuals error indicated no significant difference (P > 0.176). The mean of the residual errors was 0.002, indicating no significant difference (P = 0.908). Thus, the
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**Figure 5.** Autocorrelogram of time series of monthly hemorrhagic fever with renal syndrome cases after natural log transformation and difference correction in Hebei Province, China, during January 1986–December 2009.
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**Figure 6.** Partial autocorrelogram of time series of monthly hemorrhagic fever with renal syndrome cases after natural log transformation and difference correction in Hebei Province, China, during January 1986–December 2009.

### Table 1

Parameter estimation for plausible autoregressive integrated moving average (ARIMA) models\textsuperscript{*}

<table>
<thead>
<tr>
<th>Parameter</th>
<th>ARIMA (0, 1, 1) \times (0, 1)\textsubscript{12}</th>
<th>ARIMA (0, 1, 1) \times (2, 1, 0)\textsubscript{12}</th>
<th>ARIMA (0, 1, 1) \times (2, 1, 1)\textsubscript{12}</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>t P</td>
<td>B T P</td>
<td>B t P</td>
</tr>
<tr>
<td>SAR1</td>
<td>– – –</td>
<td>–0.785 –12.344 0.000</td>
<td>–0.652 –4.383 0.000</td>
</tr>
<tr>
<td>SAR2</td>
<td>– – –</td>
<td>–0.440 –7.200 0.000</td>
<td>–0.366 –3.676 0.000</td>
</tr>
<tr>
<td>MA1</td>
<td>0.549 9.596 0.000</td>
<td>0.552 9.715 0.000</td>
<td>0.554 9.742 0.000</td>
</tr>
<tr>
<td>SMA1</td>
<td>0.722 12.466 0.000</td>
<td>0.001 0.365 0.715</td>
<td>0.001 0.396 0.693</td>
</tr>
<tr>
<td>Constant</td>
<td>0.001 0.430 0.668</td>
<td>0.001 0.365 0.715</td>
<td>0.001 0.396 0.693</td>
</tr>
</tbody>
</table>

\textsuperscript{*}SAR = seasonal autoregressive parameter; MA = moving average parameter; SMA = seasonal moving average parameter.

### Table 2

Goodness of fit statistics for plausible autoregressive integrated moving average (ARIMA) models\textsuperscript{*}

<table>
<thead>
<tr>
<th>Statistic</th>
<th>ARIMA (0, 1, 1) \times (0, 1)\textsubscript{12}</th>
<th>ARIMA (0, 1, 1) \times (2, 1, 0)\textsubscript{12}</th>
<th>ARIMA (0, 1, 1) \times (2, 1, 1)\textsubscript{12}</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE</td>
<td>0.153 0.150</td>
<td>0.150</td>
<td>0.150</td>
</tr>
<tr>
<td>LL</td>
<td>95.465 99.737</td>
<td>99.874</td>
<td>99.874</td>
</tr>
</tbody>
</table>

\textsuperscript{*}SE = standard error; LL = log likelihood; AIC = Akaike information criterion; SBC = Schwarz Bayesian criterion.
Figure 7. Autocorrelogram of residual errors for natural logarithm transformation of monthly hemorrhagic fever with renal syndrome cases in Hebei Province, China, during January 1986–December 2009, from the autoregressive integrated moving average $(0, 1, 1) \times (2, 1, 0)_{12}$.

Figure 8. Partial autocorrelogram of residual errors for natural logarithm transformation of monthly hemorrhagic fever with renal syndrome cases in Hebei Province, China, during January 1986–December 2009, from the autoregressive integrated moving average $(0, 1, 1) \times (2, 1, 0)_{12}$.

Figure 9. Time series of actual number of cases, fitted number of cases, and predicted number of hemorrhagic fever with renal syndrome cases in Hebei Province, China, during January 1986–December 2010.
residuals error was considered to be white noise sequence, confirming that the selected model was appropriate.

**Forecast and analysis.** We used ARIMA model \( (0, 1, 1) \times (2, 1, 0)_{12} \) and time series data for 1986–2009 as the training set, and we used data from January–December 2010 as the test set (Figure 9, and Table 3). The predicted data for the actual data and the predicted data 95% confidence limit for 2010 are shown in Table 3. The predicted data for the test set (Figure 9, and Table 3). The predicted data for the actual data were not perfectly matched, but the actual data fell within the predicted 95% confidence interval.

**DISCUSSION**

The ARIMA model\(^{13,16} \) is used widely in medical research and it provides a comprehensive model in the domain of time series analysis. Time series predictions are based on changes over time in historical data sets and they can produce mathematical models by using statistical data that can be extrapolated.\(^{17} \) Many natural and social environment factors affect the incidence of HFRS, which leads to difficulties when forecasting the incidence of HFRS by using regression forecasting methods. This feature is the main advantage of time series analysis for predicting the incidence of HFRS because time series analysis can consider the effects of various factors. Incidence of HFRS is closely related to rat living habits and the data series indicated significant seasonal changes. The HFRS data series from Hebei Province indicated large fluctuating trends with a cycle of more than 10 years, which was fitted by using ARIMA models. This study also demonstrated the feasibility of HFRS prediction by using ARIMA models.

The seasonal characteristics of HFRS were evident in the ARIMA model, which was modeled on the basis of monthly data. It also forecasted the incident rate monthly. The actual data did not match the predicted data of the model perfectly, but they fell within the predicted 95% confidence interval. There are many reasons for the discrepancies between the actual and predicted data. The model also needs to be modified to consider improved detection methods, large-scale rat elimination, a higher frequency of vaccination, and other factors that will affect the actual incidence.

The prediction accuracy of the ARIMA model was high, but the effect of single-step prediction with the model was much more acceptable than multi-step prediction. This finding might be caused by a better recurrence relationship in the ARIMA model. Single-step forecasts always make predictions on the basis of historical data, whereas multi-step methods make predictions on the basis of values used in second-step modeling. The forecast value error will gradually increase with the recurrence relationships, which reduces the accuracy of multi-step predictions. Because the incidence of HFRS was not stationary, new observations series should be added continually into the sequence over time to ensure that the ARIMA model provides the best forecast possible. If the actual data fall outside the confidence level of the forecast value, the model should be updated immediately. Thus, the ARIMA model is generally used for short-term forecasts.

Received July 21, 2011. Accepted for publication April 16, 2012.

**Financial support:** This study was supported by Hebei Province Science and Technology and Development Plan Program (07276101D–114) and the Natural Science Foundation for Hebei Province (C2007000944).

**Authors’ addresses:** Qi Li, Zhan-Ying Han, Yan-Bo Zhang, Shun-Xiang Qi, Yong-Gang Xu, Ya-Mei Wei, Xu Han, and Ying-Ying Liu, Viral Disease Control and Prevention, Hebei Center for Disease Control and Prevention, No. 97, Shijiazhuhang, China, E-mail: liqinew@yahoo.com.cn, hzhyehf@163.com, bbecueyb@yahoo.com.cn, hbcde999@yahoo.com.cn, walterxu04@yahoo.com.cn, weiyamei2004@yahoo.com.cn, hanxu100@yahoo.cn, and sweet5520@sohu.com. Na-Na Guo, Infectious Disease Control and Prevention, Handan Center for Disease Control and Prevention, Handan County, China, E-mail: yufeiwet@163.com.

**REFERENCES**


---

### Table 3

Comparison of predicted hemorrhagic fever with renal syndrome values and actual values for Hebei Province, China, during January–December 2010

<table>
<thead>
<tr>
<th>No. cases</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual value</td>
<td>7</td>
<td>16</td>
<td>32</td>
<td>22</td>
<td>23</td>
<td>17</td>
<td>10</td>
<td>11</td>
<td>7</td>
<td>15</td>
<td>23</td>
<td>35</td>
</tr>
<tr>
<td>Predictive value</td>
<td>15</td>
<td>23</td>
<td>42</td>
<td>31</td>
<td>33</td>
<td>48</td>
<td>14</td>
<td>10</td>
<td>29</td>
<td>19</td>
<td>15</td>
<td>24</td>
</tr>
<tr>
<td>95% CL of PV</td>
<td>5–47</td>
<td>7–76</td>
<td>12–49</td>
<td>8–117</td>
<td>8–132</td>
<td>11–204</td>
<td>3–63</td>
<td>2–46</td>
<td>6–142</td>
<td>4–100</td>
<td>3–84</td>
<td>4–138</td>
</tr>
</tbody>
</table>

*CL = confidence level; PV = predicted value.

